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Abstract Recent observations have demonstrated the capability of mapping the solar
coronal magnetic field using the technique of coronal seismology based on the ubiqui-
tous propagating Alfvénic/kink waves through imaging spectroscopy. We established a
magnetohydrodynamic (MHD) model of a gravitationally stratified open magnetic flux
tube, exciting kink waves propagating upwards along the tube. Forward modeling was
performed to synthesize the Fe XIII 1074.7 and 1079.8 nm spectral line profiles, which
were then used to determine the wave phase speed, plasma density, and magnetic field
with seismology method. A comparison between the seismologically inferred results and
the corresponding input values verifies the reliability of the seismology method. In addi-
tion, we also identified some factors that could lead to errors during magnetic field mea-
surements. Our results may serve as a valuable reference for current and future coronal
magnetic field measurements based on observations of propagating kink waves.
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1 INTRODUCTION

The magnetic field plays a crucial role in various physical processes in the solar and stellar coronae. The
dissipation of magnetic energy is believed to drive solar eruptive events (e.g., flares and coronal mass
ejections) and cause heating of the corona. While the magnetic field in the lower solar atmosphere can be
reliably measured through spectro-polarimetric observations, direct measurements of the coronal mag-
netic field have remained challenging for decades. Several methods, including the spectro-polarimetry
of coronal infrared lines (Lin et al. 2000, 2004; Schad et al. 2024), coronal radio observations (e.g.,
Fleishman et al. 2020; Chen et al. 2020; Tan 2022), and magnetic-field-induced transitions of extreme
ultraviolet emission lines (e.g., Li et al. 2015, 2016; Landi et al. 2020; Chen et al. 2021, 2023), have been
proposed and attempts of measurements have been made. However, these approaches all face limitations
and none of them could be used for routine measurements of the global coronal magnetic field.

Another technique that could be used to measure the coronal magnetic field is coronal seismology.
This technique combines the magneto-hydrodynamic (MHD) wave theory with observed wave parame-
ters (e.g., period, amplitude, propagation speed, damping time) to diagnose various physical properties,
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particularly the magnetic field. Different wave phenomena in the corona have been used for coronal seis-
mology, including standing kink waves in magnetic loops (e.g. Nakariakov & Ofman 2001; Aschwanden
et al. 2002; Van Doorsselaere et al. 2007; Tian et al. 2012; Zhang et al. 2022; Gao et al. 2022, 2024a;
Zhong et al. 2023; Li & Long 2023, to name but a few), propagating slow magneto-acoustic waves
(e.g., Jess et al. 2016), sausage waves (Chen et al. 2015; Guo et al. 2016; see Li et al. 2020 for a
review), propagating kink waves in streamers (Chen et al. 2011; Guo et al. 2022), and torsional oscil-
lations in solar surges (Kohutova et al. 2020). However, these studies provided only one-dimensional
(1D) distributions or single values of the magnetic field in specific coronal structures, such as oscil-
lating loops or streamers. To create global 2D magnetic field maps, we need to utilize ubiquitous and
continuous wave phenomena. The pervasive propagating disturbances in Dopplergrams (Tomczyk et al.
2007; Tomczyk & McIntosh 2009; Liu et al. 2015; Morton et al. 2015, 2019) observed by the Coronal
Multi-channel Polarimeter (CoMP; Tomczyk et al. 2008) are ideal for this purpose. These propagat-
ing disturbances are interpreted as kink or Alfvénic waves (Van Doorsselaere et al. 2008), and their
propagation speeds are naturally linked to the local magnetic field. Based on these CoMP observations,
Yang et al. (2020b,a) have successfully measured the global distribution of the coronal magnetic field
for the first time. Following these successful attempts, a routine (continuous) measurement of the global
coronal magnetic field based on similar observations from the Upgraded CoMP (UCoMP; Landi et al.
2016) has been recently achieved, which allows for the construction of coronal synoptic magnetograms
(Carrington maps) (Yang et al. 2024).

The CoMP and UCoMP instruments can conduct spectroscopic observations of the Fe XIII lines
at 1074.7 and 1079.8 nm in the coronal region above the solar limb. From the Dopplergrams of Fe
XIII 1074.7 nm, propagating kink waves can be identified throughout the corona. The propagating or
phase speed ck of these waves (also named the kink speed) could be obtained by constructing a time-
distance map of Doppler velocity, while the coronal density can be inferred from the observed Fe XIII
1079.8-nm/1074.7-nm intensity ratio.

For kink waves, we have

c2k =
B2

i +B2
e

µ0(ρi + ρe)
, (1)

where µ0 is the magnetic permeability, B and ρ are the magnetic field and mass density, respectively.
The subscripts i and e refer to parameters inside and outside the magnetic flux tubes (the waveguides).
Since CoMP and UCoMP likely cannot resolve individual flux tubes, we can only work with an average
density ⟨ρ⟩. Furthermore, in the low-β coronal environment, the internal and external magnetic fields
are often assumed to be approximately equal (see e.g., Tomczyk & McIntosh 2009; Morton et al. 2015;
Zhong et al. 2023). This leads to the simplified expression for the kink speed:

c2k =
B2

µ0⟨ρ⟩
, (2)

which is widely used in estimations of coronal magnetic fields (Long et al. 2017; Yang et al. 2020a,b;
Yang et al. 2024).

Given the potential of these measurements to provide routine coronal magnetograms on a daily
basis, which could play a crucial role in future solar physics research, it is essential to thoroughly assess
the reliability and robustness of the methodology used in Yang et al. (2020a,b) and Yang et al. (2024).
Magyar & Van Doorsselaere (2018) performed 3D MHD simulations of propagating kink waves under
various conditions and conducted forward modeling to evaluate the reliability of this method in deriving
the magnetic field strength. Their findings indicated that the magnetic field strengths inferred through
seismology closely match the input values, typically with an error less than ∼20%. However, there is
a limitation in their simulation. They utilized a non-stratified setup that excluded the effects of gravity,
resulting in uniform initial density and propagation speed in the vertical direction.

The gravitational stratification can play a significant role as it causes the Alfvén speed and kink
speed ck to vary with height. This variation can affect the wave tracking method which typically re-
lies on a linear fit of velocity signals (e.g., see Figure 6 in Tomczyk & McIntosh 2009). Therefore, it
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is important to assess how the gravitational stratification affects the seismological results and estimate
the possible error range. So we conducted 3D MHD simulations of propagating kink waves in stratified
coronal open flux tubes. Following Magyar & Van Doorsselaere (2018), we employed forward modeling
to compare the seismologically derived results with the actual values of physical parameters from our
simulation. This paper is organized as follows: Section 2 describes our simulation setup and methodol-
ogy, Section 3 presents the simulation and forward-modeling results, along with detailed comparisons
between seismology results and input values, and Section 4 provides a discussion and summary of our
findings.

2 METHOD

The model used in this study is a gravitationally stratified, open magnetic flux tube with a radius of
1 Mm, similar to that in Gao et al. (2024b) (hereafter referred to as Paper I). The main difference
is that the initial magnetic field in this study is set at around 4 G, instead of 10 G, to better match the
seismologically inferred results in Yang et al. (2020b). As in Paper I, the magnetic field is oriented in the
z direction and remains nearly uniform across the simulation domain, with only small spatial gradients
to maintain total pressure balance. As a result, the Alfvén and kink speeds increase with height as the
density decreases due to stratification. A relaxation process of 2400 s was conducted to achieve a quasi-
magnetohydrostatic state, as shown in Figure 1. The figure shows that the post-relaxation magnetic field
has some spatial variation but mostly within 0.7 G.

The kink wave driver is also similar to that in Paper I, with a velocity amplitude of 8 km s−1 and a
period of 300 s. The primary velocity perturbation is along the x direction.

We ran the 3D MHD simulation in Cartesian coordinates with the PLUTO code (Mignone et al.
2007). The simulation domain spans [-4, 4] Mm×[-4, 4] Mm×[0, 150] Mm, with a uniform grid of
128 × 128 × 1024 cells, providing spatial resolutions of 62.5 km in the horizontal (x and y) directions
and 146.5 km in the vertical (z) direction. We chose a second-order parabolic spatial scheme and a Roe
Riemann solver. The boundary conditions were set to be outflow, except for the lower boundary, where
the kink wave driver was introduced by adjusting vx and vy , while other parameters were fixed. As in
Paper I, the upper 50 Mm (z > 100 Mm) was set as a velocity absorption region (VAR) to minimize
numerical reflections from the upper boundary (see also Pelouze et al. 2023; Guo et al. 2023; Gao et al.
2023). For the subsequent analysis, we only considered the region below z = 100 Mm which can give
us physical results.

Once the kink wave driver was applied, the propagating waves were rapidly excited, with their
properties thoroughly analyzed in Paper I. Here, we focus on assessing the reliability of the seismology
method described in Section 1 using the simulation outputs. To do so, we performed forward calculations
to synthesize spectroscopic observables of CoMP and UCoMP, namely, the Fe XIII 1074.7 and 1079.8
nm spectral line profiles. Specifically, we used synthesized observation of the 1074.7 nm line to perform
the wave tracking and determine the propagation speed, while synthesized observation of the 1079.8 nm
line was only employed for the density diagnostic using the intensity ratio method (Yang et al. 2020a,b).

We applied the FoMo code (Van Doorsselaere et al. 2016) to synthesize the spectral profiles at all
pixels in the yz plane. The photo-excitation (see Young et al. 2003; Yang et al. 2020a) was not considered
for simplification, as their effects on the spectral lines are not significant at the lower corona. The line of
sight (LOS) was chosen as the x axis. In this way, we can reconstruct 2D maps (in the yz plane) of the
intensity and Doppler velocity by fitting a single Gaussian to each spectral profile. The resulting maps
consist of 128 pixels in the y direction from -4 Mm to 4 Mm, and 500 pixels in the z direction from 0
Mm to 100 Mm. Since the primary velocity perturbation is along the x direction (or in the LOS plane),
the Doppler velocity maps capture the wave propagation signals, while the intensity maps do not show
any transverse displacement.
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(B) Horizontal profile of density
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(D) Vertical profile of density
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(C) Horizontal profile of magnetic field
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Fig. 1: Model of the open magnetic flux tube. (A) Variation at the x = 0 plane after relaxation. (B)-(C)
Horizontal profiles of density and magnetic field along the x axis at three different heights (indicated by
different line styles). (D) Vertical profile of density demonstrating gravitational stratification, with solid
and dashed lines indicating density inside and outside the flux tube, respectively.

3 RESULTS

3.1 Before Degrading

We first generated time-distance (TD) maps of the Doppler velocity along the z direction, which can
be produced at each y position. In Figure 2(A), the TD map along the flux tube’s axis (i.e., y = 0) is
presented, clearly illustrating the propagation of Doppler velocity disturbances. The increasing slope
reflects the growing propagation speed with height. However, after 400 s, unusual patterns appear due to
wave reflections. Despite efforts to suppress numerical reflections from the upper boundary at z = 150
Mm using a VAR (see Section 2), it is still difficult to eliminate all reflections. Some reflections may
come from the layer of z = 100 Mm, which is the lower boundary of the VAR; while others could be
attributed to the vertical inhomogeneities of density and phase speed. As noted in previous studies, even
smooth phase speed gradients can cause partial wave reflection (e.g., Verdini & Velli 2007; Hahn et al.
2018; Pascoe et al. 2022; Bose et al. 2024). In fact, real CoMP observations of coronal kink waves often
reveal both upward and downward propagating components (Tomczyk & McIntosh 2009; Morton et al.
2015). However, when calculating the propagation speed, these reflected waves can introduce significant
errors. To reduce this, we applied the Fourier filtering method to separate the upward and downward
propagating wave components (see e.g., Tomczyk & McIntosh 2009; Threlfall et al. 2013; Liu et al.
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0 200 400 600
Time (s)

0

20

40

60

80

100

Z 
(M

m
)

0 200 400 600
0

20

40

60

80

100

-6.0

-4.0

-2.0

0.0

2.0

4.0

6.0

D
op

pl
er

 V
el

oc
ity

 (k
m

/s
)

Fig. 2: Time distance maps of the Doppler velocity along the z axis at y = 0. (A) corresponds to the
original forward modeling output, while (B) corresponds to the upward propagating component obtained
from Fourier filtering.
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Fig. 3: Seismology results for the case with original resolution (before degrading). (A) Spatial distribu-
tion of the phase speed. (B) Spatial distribution of the magnetic field (Bseis). (C) Spatial distribution of
the relative error of Bseis compared with the input magnetic field Blos. Blue and red contours correspond
to the relative error of -30% and 30%, respectively.

2014; Tiwari et al. 2019; Yang et al. 2020b). Figure 2(B) shows the TD map for the upward-propagating
component, which is used to determine the phase speed.

By applying the wave-tracking method to all pixels (for more details, see e.g., Yang et al. 2020b),
we obtained a 2D phase speed distribution, as shown in Figure 3(A). For most pixels, the phase speed
falls in the range of 200-800 km s−1 (see also Figure 4(B)), with a general trend of increasing with
altitude, though some fluctuations are present (see relevant discussions in Section 4).
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Fig. 4: (A) 2D histogram comparing the density derived from the Fe XIII intensity ratio and the input
density ρlos. (B) 2D histogram comparing the propagation speed obtained from wave tracking and the
Alfvén speed in the model. (C)-(D) Histograms of Bseis and the relative error. The Gaussian fit results
are overplotted, with the mean value (µ) and standard deviation (σ) indicated at the top.

Next, we derived the density by calculating the intensity ratio of the synthesized 1074.7 nm and
1079.8 nm intensity maps. The theoretical relationship between intensity ratio and density can be ob-
tained from the CHIANTI database (Dere et al. 2023). The obtained density values were compared with
the input values, as shown in Figure 4(A). The input density corresponds to the emissivity-weighted
density along the LOS (Yang et al. 2024):

ρlos =

∫
x
ρ(x)ϵ(x)dx∫
x
ϵ(x)dx

, (3)

where ϵ is the Fe XIII 1074.7 nm line emissivity at the corresponding pixel, calculated using the IDL rou-
tine emiss calc.pro from the CHIANTI software package. The comparison shows that the density
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Fig. 5: Phase speed, density, and magnetic field as a function of height (z). In panel (A), the red lines
correspond to input values, including the internal Alfvén speed (dot-dashed line), the external Alfvén
speed (dashed line), and the kink speed (solid line). The solid black line represents the wave propagation
speed inferred from the wave tracking. In panel (B), the solid black line corresponds to the density
derived from the Fe XIII intensity ratio (ρFe XIII), and the dotted black line corresponds to the input value
(ρlos). The red lines represent the density in the model (similar to Figure 1(D)), including the internal
density ρi (dashed line), the external density ρe (dotted line), and the average density ⟨ρ⟩ = (ρi + ρe)/2
(solid line). In panel (C), the solid black line depicts the magnetic field inferred from coronal seismology
(Bseis). The dashed and dotted red lines correspond to the internal and external magnetic fields (Bi and
Be) in the model, respectively. The solid red line represents the input magnetic field (Blos).

derived from the intensity ratio is reliable for most pixels, though about 20% pixels show an overestima-
tion (≳15%). However, this overestimation would not lead to large errors in the seismologically inferred
magnetic field, as only the square root of density is needed during the calculation.

With the derived phase speed and density, we calculated the magnetic field Bseis. Here we chose to
treat the phase speed as the local Alfvén speed (i.e., cph = Bseis/

√
µ0ρ), rather than employ Equation(1).

Because in our magnetic field configuration, Equation (1) can only provide the phase speed as a function
of z; however, here with a high spatial resolution, we are also interested in the horizontal distribution of
phase speed and magnetic field. We note that such a choice may lead to some errors, especially within
the flux tube region, which will be further discussed in Section 4. In Figure 4(B), we compared the
Alfvén speed in the model and the wave propagation speed obtained from wave tracking. Despite some
noticeable discrepancies, the overall correspondence between the two is reasonably good.

The calculated magnetic field is shown in Figure 3(B), and its relative error (compared to the input
value, Blos, which was calculated in the same manner as ρlos) is presented in Figure 3(C). The contours
that correspond to the values of ±30% indicate that the relative error is less than 30% for most pixels.
Figure 4(C) and (D) display histograms of Bseis and its relative error. Statistically, there is a slight
overestimation of the magnetic field by ∼5% (with a standard deviation of 17%). Given that the 5% bias
is quite small, the results support the reliability of the coronal seismology technique. Further discussion
on the error distributions in Figure 3(C) and the cause of the overestimation can be found in Section 4.

3.2 After Degrading

We then degraded the spatial and temporal resolutions to match those of CoMP observations, with a
pixel size of approximately 3.3 Mm and a cadence of 36 s. We focused on the central pixels (from
y = −1.65 Mm to y = 1.65 Mm), which fully encompass the flux tube (diameter ∼2 Mm). At this
resolution, the tube boundary and finer structures are unresolved, similar to the case in observational
studies (Yang et al. 2020a,b).

We can now track the physical parameters along the tube axis. Figure 5 shows the phase speed,
density, and magnetic field as a function of height z. In panel (A), the phase speed derived using the
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wave tracking method (cseis) is compared to the characteristic speeds in the model (input values). The
cseis closely matches the input kink speed (ck, input), which lies between the internal and external Alfvén
speeds.

Panel (B) shows the density derived from the Fe XIII intensity ratio (ρFe XIII), which also falls be-
tween the internal density (ρi) and external density (ρe) in the model. The ρFe XIII is slightly higher than
the emissivity-weighted density along the LOS (ρlos), similar to the pre-degradation results shown in
Figure 4(A). When calculating the magnetic field with Equation (2), the density value should ideally be
the average of internal and external density (i.e., ⟨ρ⟩ = (ρi + ρe)/2), because Equation (2) is derived
from Equation (1) when assuming Bi = Be. However, in practice, ρFe XIII is used, which is slightly lower
than ⟨ρ⟩. It means that using ρFe XIII as a representative of ⟨ρ⟩ can lead to a slight underestimation. The
density underestimation is about 12-20% based on Figure 5(B), and the resulting error in Bseis would be
minimal (less than 5%) since the density is taken the square root of.

In fact, the deviation of ρFe XIII from ⟨ρ⟩ can vary with the filling factor, which represents the fraction
of the pixel occupied by the flux tube. Given the current pixel size (3.3 Mm), LOS integration length (8
Mm), and flux tube radius (1 Mm), the filling factor is approximately 12%. If the filling factor is lower,
the ρFe XIII will be closer to ρe, increasing the density underestimation. The maximum underestimation
depends on the density contrast ζ = ρi/ρe, with the deviation factor given by:

α =
ρFe XIII

⟨ρ⟩
∼ ρe

(ρe + ρi)/2
=

2

1 + ζ
. (4)

In our simulation, ζ was initially set to be 3, but after relaxation, it decreased to around 2 (see Figure
1(D)). Such a value is comparable with previous observational estimates (Tian et al. 2012; Verwichte
et al. 2013; Morton et al. 2021). We tested the case with a reduced filling factor ( 5%), where a density
contrast of 2 led to an underestimation of ∼30%. Therefore, parameters like the filling factor and density
contrast can be crucial when assessing the accuracy of coronal magnetic field measurements.

Figure 5(C) presents the magnetic field inferred from coronal seismology (Bseis), compared to the
internal (Bi), external (Be), and emissivity-weighted (Blos) magnetic fields. The Bseis ranges from 3.9
to 5.1 G, with errors below 15%, indicating that the technique of coronal seismolgy can be used for
reliable measurements of the coronal magnetic field strengths.

4 DISCUSSION AND CONCLUSION

In this study, we tested the accuracy of the previously developed seismological techniques based on
observations of propagating kink waves for deriving coronal magnetic fields. The results indicate that
seismology-based measurements of the magnetic field are accurate and reliable to a large extent.

In the high-resolution case, we obtained a 2D distribution of the magnetic field (Bseis) and its rel-
ative error. For most regions, the relative error is less than 30%, as shown in Figure 3(C). Statistically,
the average magnetic field derived from coronal seismology is about 5% larger than the input value.
Although this case has a much higher resolution than the CoMP and UCoMP observations, the pixel
size (62.5 km in the z direction and 200 km in the y direction) and cadence (12 s) can be comparable to
those of the Cryogenic Near-Infrared Spectro-Polarimeter (Cryo-NIRSP; Fehlmann et al. 2023) and the
Diffraction-Limited Near-Infrared Spectropolarimeter (DL-NIRSP; Jaeggli et al. 2022) of the Daniel K.
Inouye Solar Telescope (DKIST; Rimmele et al. 2020). The intruments offer high-resolution coronal
spectroscopic observations with the Fe XIII lines (Schad et al. 2023), and recently Schad et al. (2024)
successfully obtained a coronal LOS magnetogram with Cryo-NIRSP observation based on the Zeeman
effect. With rapid repeated raster scans, it is possible that DKIST could also detect propagating trans-
verse waves via Doppler velocity measurements, enabling seismological diagnostics of the plane-of-sky
(POS) coronal magnetic field. In this way, DKIST observation can also provide us with maps of the
POS magnetic field, but with a much higher spatial resolution compared to CoMP and UCoMP. Our
results, particularly Figure 3, can serve as a reference for such diagnostics. Combined with the Stokes-V
measurements, DKIST may then be able to achieve measurements of the full magnetic field vector.
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Nevertheless, we note that some errors appear in the seismologically inferred magnetic field. First,
large errors appeared near the upper and lower boundaries (around z = 0 and z = 100 Mm). This
is due to the Fourier filtering method used to subtract downward propagating wave components. As
shown in Figure 2(B), the upward propagating components of the Doppler velocity show some artificial
velocity amplification near the upper and lower boundaries, especially after 250 s. This could affect
the phase speed determination through wave tracking, leading to errors in Bseis near the z boundaries.
Thus, in observations, it may be useful to exclude boundary signals before calculating phase speeds.
Another contributing factor comes from the wave-tracking process itself. When calculating the phase
speed, a certain number of data points along the propagating direction is required. Near the lower and
upper boundaries, fewer data points will be available to perform cross-correlation, leading to larger
uncertainties in the calculated phase speed and consequently in the inferred magnetic field.

Second, overestimations were observed inside or along the lateral boundaries of the flux tube. This
is likely because we treat the phase velocity as the Alfvén speed, which applies well to the regions away
from the flux tube or cases with spatial averaging (see Yang et al. 2020b and Section 3.2). However, in
this case, we modeled kink waves, and the flux tube can be well resolved. Thus, at the flux tube region,
particularly the tube boundary, it would be more appropriate to apply Equation (1) since the waves have
a dominant kink wave characteristic (e.g., Goossens et al. 2009). Calculating the magnetic field with
Bseis = cph

√
µ0ρ leads to overestimation at high-density regions, explaining the positive errors within

the flux tube in Figure 3(C). In future DKIST observations, we would suggest first applying Equation
(2) to diagnose the magnetic field outside the flux tube (Be), then calculate the magnetic field inside the
flux tube (Bi) with Equation (1).

In addition, there are some other confusing patterns in Figure 3(B) and (C). For instance, Bseis
and the relative error manifest fluctuations along the z direction. It might be related to longitudinal
oscillations excited by kink waves due to some non-linear effects (e.g., Goldstein 1978; Del Zanna et al.
2001; Terradas & Ofman 2004). Further investigations are needed to understand these patterns.

When we degraded the spatial and temporal resolutions to approximately match those of CoMP, we
found that the distributions of phase speed, density, and Bseis along z all show remarkable similarities
to the input values (Figure 5). Again we can notice a deviation near the upper and lower boundaries,
particularly the lower one. However, within the height range of 20–80 Mm, the magnetic field error is
generally less than 10%. Additionally, the CoMP instrument has recently been upgraded to UCoMP,
which has a slightly higher spatial resolution and a larger field of view. Our main conclusions should
also apply to the case with the UCoMP observations (Yang et al. 2024). We also tested the case when
degrading to UCoMP’s pixel size (∼2.2 Mm), and the results are largely similar to those shown in Figure
5, with a slightly smaller error.

Another factor that may impact the phase speed and magnetic field measurements is the magnitude
of the input magnetic field and phase speed. A stronger magnetic field and higher phase speed result
in steeper slopes in the time-distance maps of Doppler velocity, which can reduce the accuracy of the
wave-tracking method, particularly when the spatial and temporal resolutions are degraded. We ran
a separate simulation with a background magnetic field of ∼10 G, which gives phase speeds of 1-2
Mm s−1. We found a systematic underestimation of the magnetic field by approximately 30% in this
case. Nevertheless, the observed coronal magnetic field around 1.05− 1.5R⊙ is 1-4 G (Lin et al. 2004;
Gopalswamy et al. 2012; Kumari et al. 2019; Yang et al. 2020b; Zhong et al. 2023), which is more
comparable with the case discussed in Section 3. In conclusion, the coronal seismology technique based
on propagating kink waves can provide reliable magnetic field measurements according to our forward
modeling.

We note that this study only focuses on open coronal structures, including plumes in coronal holes
and fan loops at the boundaries of active regions (Morton et al. 2015; Banerjee et al. 2021). Specifically,
in our simulation, the magnetic flux tube is perpendicular to the solar surface, with both gravity and
magnetic field aligned along the tube axis. However, the propagating kink waves can be detected not
only in these structures but also in closed-field regions (e.g., Tomczyk et al. 2007; Yang et al. 2020a,b).
Our magnetic configuration can roughly describe one leg of a large-scale closed coronal loop, where
the curvature can be neglected. For smaller loops where curvature cannot be ignored, our model is no
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longer applicable due to differences in gravitational stratification. Nevertheless, for such loops, phase
speed along the axis often shows minimal variation McIntosh et al. (2011); Threlfall et al. (2013); Zhong
et al. (2023), thus similar to the case in Magyar & Van Doorsselaere (2018), where a model without any
vertical gradient in phase speed was used. Therefore, this study complements previous research by
highlighting the importance of phase speed variation along the flux tube in coronal seismology.

Finally, we would like to mention that our model has some limitations. The vertical gradient of
the magnetic field and the magnetic expansion are not included. Additionally, we didn’t consider the
effect of internal flows along the flux tube, which are frequently reported and can affect the apparent
wave propagation speed (e.g., Soler et al. 2011; Morton et al. 2015). Moreover, in real observations,
there are often multiple flux tubes overlapping along the LOS, introducing further complexities that
may affect wave-tracking accuracy and magnetic field measurements. In Figure 5 of Yang et al. (2024),
comparisons between seismological results and global coronal MHD models revealed some discrepan-
cies, particularly at higher latitudes where open field lines may dominate. Future work that incorporates
more realistic models could offer a more sophisticated evaluation of the magnetic field measurements
through coronal seismology and help clarify the discrepancies in Yang et al. (2024).
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